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ABSTRACT

Medical data is an ever-growing source of information from hospitals in form of patient records. When mined, the information hidden in these records is a huge resource bank for medical research. This data contains hidden patterns and relationships, which can lead to better diagnosis. Unfortunately, discovery of these patterns and relationships often goes unexploited. Studies have been carried out in medical diagnosis to predict heart diseases, lungs diseases, and various tumors based on the past data collected from patients. However, they are mostly limited to domain-specific systems that predict diseases restricted to their area of operations.

In retrospect, the performance of the k-nearest neighborhoods (k-NN) classifier is highly dependent on the distance metric used to identify the k nearest neighbors of the query points. The standard Euclidean distance is commonly used in practice. This study uses vast storage of information so that diagnosis based on historical data can be made. It focuses on computing the probability of occurrence of a particular ailment by using a unique algorithm. This k-NN algorithm increases the accuracy of such diagnosis. The algorithm can be used to enhance the automated diagnoses, which include diagnosis of multiple diseases showing similar symptoms.

To validate the experimental results, a hypothesis was tested for the following variables: accidents, age, allergies, blood pressure, smoking habit, total cholesterol, diabetes and hypertension, family history of heart disease, obesity, and lack of physical activity. It was evident that there was a strong relationship between the above variables to the causes of common chronic diseases like: heart ailment, diabetes and cancer.
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I. BACKGROUND OF THE STUDY

Medical professionals store significant amounts of patients’ data that could be used to extract useful knowledge. Researchers have been investigating the use of statistical analysis and data mining techniques to help healthcare professionals in the diagnosis of patients seeking emergency treatment. Statistical analysis has identified the risk factors associated with patients seeking emergency treatment to be accidents, age, allergies, blood pressure, smoking habit [1], total cholesterol [2], diabetes [3], hypertension, heart disease [4], obesity and lack of physical activity [5]. Knowledge of the risk factors associated with patients seeking emergency treatment can help medical professionals to identify patients at high risk of death.

Researchers have been applying different data mining techniques such as decision tree, naïve Bayes, neural network, bagging, kernel density, and support vector machines over different patients seeking emergency treatment datasets to help the medical professionals in the diagnosis [6] – [12]. The results of the different data mining research cannot be compared because they have used different datasets. However, over time a benchmark data set has arisen in the literature: the Cleveland Heart Disease Dataset (CHDD). Results of trials on this dataset do allow for comparison.

Studies by the WHO [13] indicate that over 75% of the patients that are taken to medical facilities who seek treatment succumb due to lack of information about their medical history or poor technique on how to mine the past medical data history. Accessing such information can sometimes prove to be futile since the patient maybe unconscious or may not be in a position to talk at such a time.

In order to address this and reduce the mortality rate among patients seeking emergency treatment, there is need to develop a system that allows qualified medical doctors to update patient’s records during any visit to a medical facility.

This paper seeks to address the problem through a k-nearest neighbour classifier that eases data mining. It contains complete, up-to-date individual medical history records and close family members. This would be helpful especially when such patients need urgent medical attention yet they cannot talk. The individual as well as any authorized physician registered with the Kenya Medical Practitioners and Dentists (KMPD) can view these records at any time and from any location that provides Internet access. The system aims at eliminating the monotonous and time consuming task of filling out numerous medical forms while visiting new physicians or new hospitals. Particularly, in the case of emergencies, where a patient might be unconscious, it is valuable to have his or her basic medical history available. An important feature of the system is that it captures all the medical history information filled in manually by a patient or physician in a normal doctor’s office. It enables users to view their complete medical history, Emergency Medical Data, profile information, emergency contacts, and lists of allergies, current prescriptions, blood group, close relative blood groups and recent hospital visits.

This medical expert system can also run as a standalone system.

II. OBJECTIVES OF THE STUDY

The objectives of the study are:

1. To evaluate to what extent k-Nearest-Neighbour classifier enhance efficiency and accuracy amongst patients seeking emergency treatment in Kenya.
ii. To evaluate the factors affecting the implementation of k-Nearest-Neighbour mining technique in Kenyan hospitals.

iii. Design a repository with efficiently classified data for easy data mining.

**k-Nearest Neighbour (kNN)**

The k-nearest neighbours algorithm is one of the simplest machine learning algorithms. It is simply based on the idea that “objects that are ‘near’ each other will also have similar characteristics. Thus if you know the characteristic features of one of the objects, you can also predict it for its nearest neighbour.” k-NN is an improvisation over the nearest neighbour technique. It is based on the idea that any new instance can be classified by the majority vote of its ‘k’ neighbours, - where k is a positive integer, usually a small number.

kNN is one of the most simple and straight forward data mining techniques. It is called Memory-Based Classification as the training examples need to be in the memory at run-time [14]. When dealing with continuous attributes the difference between the attributes is calculated using the Euclidean distance. A major problem when dealing with the Euclidean distance formula is that the large values frequency swamps the smaller ones. For example, in patients seeking heart disease records the cholesterol measure ranges between 100 and 190 while the age measure ranges between 40 and 80. So the influence of the cholesterol measure will be higher than the age.

To overcome this problem the continuous attributes are normalized so that they have the same influence on the distance measure between instances [15].

kNN usually deals with continuous attributes however it can also deal with discrete attributes. When dealing with discrete attributes if the attribute values for the two instances a2, b2 are different so the difference between them is equal to one otherwise it is equal to zero. A study [16] shows the sensitivity, specificity, and accuracy results of KNN in the diagnosis of heart disease patients. The value of K ranged between one and thirteen. The accuracy achieved ranged between 94% and 97.4% with different values of K. The value of K equal to 7 achieved the highest accuracy and specificity (97.4% and 99% respectively). The study also indicates that k-Nearest-Neighbour is one of the most widely used data mining techniques in classification problems. Its simplicity and relatively high convergence speed make it a popular choice. However a main disadvantage of KNN classifiers is the large memory requirement needed to store the whole sample. When the sample is large, response time on a sequential computer is also large.

Despite the memory requirement issue, it is showing good performance in classification problems of various datasets. Dividing the training data into smaller subsets and building a model for each subset then applying voting to classify testing data can enhance the classifier’s performance.

**Data Repositories**

Data mining means searching for certain patterns within large sets of data, that can help the institutions in faster decision-making or, even reach a bigger degree of confidence. Data mining means searching for certain patterns within large sets of data, which creates a lot of possibilities for business managers and decision makers. By analyzing those patterns, better business decisions can be made in order to enable businesses to achieve greater financial and entrepreneurial success [23].

Nowadays, information and knowledge are legal, strategic and indispensable prerogatives in search for greater autonomy in the actions of the health companies, social control and decision-making with time getting shorter and shorter. Because of this, several national and international companies of production, consumption, financial market, teaching institutions and libraries have already adopted in their routines, data mining to
monitor funding, client consumption, prevent fraud and foreseeing market risks, among others.

In the health sector, mainly the public one, the application is being accepted as a way of accelerating the search for knowledge. Besides, the use of data mining in the big hospital databases or even in the information systems of public health contributes to discover relationships so that they can make a prevision of future tendencies based on the past, best characterizes the patient that seeks for assistance, identifies successful medical therapies for different diseases and shows patterns of new injuries [24]

However, several managers and health professionals are concerned with the understanding of the data and in using the information and knowledge of the health databases to promote the information management and the quality of care. This probably occurs due to the fast rhythm of data generation, which produces a natural incapacity in the human being to explore, extract and interpret these data to obtain knowledge of these bases [22].

In this sense, the informatics and the technologies directed to the collection, storage and data availability has been developing and making available techniques, methods and automatic computational tools, capable of helping in the extraction of useful information inside this great volume of complex data [23]

However, to attend this new context, the health informatics has been using these methodologies of computing science to accomplish its studies. Among them, the methodology Knowledge Discovery in Databases (KDD), that is, discovery of the databases knowledge, and the data mining, which is one of the most important stages of KDD [24].

As the theme is "pulverized" in the most diverse areas of knowledge, this article, aimed at presenting a literature review of the main indexed databases and some books published on the subject, thus presenting the use of the technique of data mining, concepts, tasks and methods [22].

Data Modeling for Emergency Records

In 1900s medical professionals used patient records to study and learn from their patients and from the medical records of their patients, in order to improve their knowledge of diseases. In the 2000s, as in the 1900s, physicians continue to initiate this learning process by taking a history of the patient’s medical problems, performing a physical examination of the patient, and then recording the history and physical examination findings in the patient’s medical record. To confirm a preliminary diagnosis and to rule-out other possible diagnoses, physicians refer the patients for selected tests and procedures that usually involve the clinical laboratory, radiology, and other clinical-support services. After reviewing the information received from these services, physicians usually arrive at a more certain diagnosis, and then prescribe appropriate treatment. For an unusual or a complex medical problem, physicians may refer the patient to appropriate medical specialists, and may also review evidence-based reports of appropriate therapies by consulting relevant medical literature and bibliographic databases.

Origin of Medical Database

Lindberg [25] described the degrees of difficulty in the development of medical innovations in the grades of their complexity: (1) the easiest was the automation of a simple function such as providing a patient’s billing for services; (2) more difficult was the automation of a more complex function such as collecting and storing a patient’s medical history; (3) very difficult was constructing a very complex function such as a medical database; and (4) the most difficult was developing the highly complex medical information and database-management system for a hospital, as Starr (1982) had aptly ranked the hospital to be the most complex organizational structure created by man.

Databases are logically integrated collections of data in one or more computer files, and organized to facilitate the efficient storage, change, query, and retrieval of contained relevant information to meet the needs of its users [26]. Frawley estimated that the amount of information generated in the world doubled every 20 months, and that the size and number of computer databases increased even faster. Medical repositories was the term proposed by Johnson [27] as more accurately representing a shared resource of patient data that was collected for the purpose of supporting medical care. Johnson advised that a large scale, medical repository required: (a) a data model to define its functional requirements and to produce a formal description, (b) a conceptual repository of all the data generated in the enterprise and how it was all related, and (c) a database structural design to define its technical requirements. Since a medical database usually operated within a medical database-management system, the database needed to be compatible with the information system of the enterprise of which it was a part; and it also needed to be operationally and structurally independent of all subsystems and applications programs.

The evolution, design, implementation, and management of computer-stored databases were described in some detail by Connolly and Begg [28], Collen [29] – [32]; and also by Coltri [33] who considered computer-stored databases to be one of the most important developments in software engineering.

Database-management systems soon replaced the earlier file-based systems that often stored the same data in multiple files, and where it could be more difficult to retrieve and coordinate a patient’s data.

A database-management system was defined by Blum (1986) as software consisting of a collection of procedures and programs with the requirements for: (1) entering, storing, retrieving, organizing, updating, and manipulating all of the data within its database; (2) managing the utilization and maintenance of the database; (3) including a meta database to define application- specific views of the database; (4) entering data only once, even though the same data might be stored in other subsystems; (5) retrieving, transferring, and communicating needed data in a usable format, and having the ability to create inverted files indexed by key terms; (6) maintaining the integrity, security, and required level of confidentiality of its patients’ data; and (7) fulfilling all management, legal, accounting, and economic requirements.
Emergency Data Modeling Architectures

Data-modeling designs to provide the conceptual schema that represented the information in clinical repositories were advocated by John [27] to be as important for large medical databases as were their structural designs. He defined the conceptual schema for patient care as a representation of all of the data types required to manage the health-care process, whether using a hierarchical, a relational, or an object-oriented structural database design, or a combination of database structural designs. He advised that the structural design of a database needed to be able to provide rapid retrieval of data for individual patients and to have the capability to adapt to changing information needs of growth and new technology; yet he emphasized that the primary purpose of the database structural design was to implement the conceptual schema.

To properly build a database, Johnson [27] proposed that it was necessary to first develop a model of the database that defined its functional requirements, its technical requirements, and its structural design. The database model needed to produce a formal description, a conceptual schema of all the data generated in the enterprise, and how all of the data were related. Thus the users of a medical database needed to define its functional requirements as to exactly what they wanted the database and its database-management system to do. Since a medical database usually operated within a larger medical-information system, the functional requirements of the medical database needed to be compatible with those of the medical enterprise of which it was a part.

Whether a medical database served as the primary electronic medical record (EMR), or served as a secondary medical database, such as a clinical research database with its data derived from the EMR, both had some similar basic functional requirements. Davis and Terdiman [16] recommended that as a minimum, the major goals of a medical database should be: (1) to maintain readily accessible all of the relevant data for each patient served; and (2) to provide a resource for the systematic retrieval of all relevant data from all patients' records for any desired primary purpose, or for a secondary administrative or a research purpose.

Conceptual framework for data recognition

The proposed k-Nearest Neighbour model is given in figure 1.

In the proposed method, the given data is pre-processed to extract all the metadata. KNN is used to find the closest neighbors of the given data with all the available training data. If a label is found then the algorithm quits, otherwise the system classifier is applied. The proposed algorithm was used to recognize the object. The results are compared to those obtained with single system classifier and KNN.

III. METHODOLOGY

Coast province has one provincial referral hospital (Coast general hospital) and seven district hospitals: Kilifi district hospital, Kwale district hospital, Lamu district hospital, Malindi district hospital, Mombasa district hospital, Taita Taveta district hospital and Tana River district hospital.

Part A of the questionnaire was concerned with collecting respondent’s demographic data. Part B of the questionnaire was concerned with evaluating the extent to which k-Nearest-Neighbour classifier enhance service delivery to patients seeking emergency treatment in Kenya. Whereas part C of the questionnaire was concerned with evaluating the factors affecting the implementation of k-nearest neighbor mining technique in Kenyan hospitals and any other services that may be available.

Quantitative data collected from part A of the questionnaire such as the demographic characteristics of the respondents was analyzed using descriptive measures that is mean, standard deviation and variance. The data was then presented using frequency distribution tables. Data collected from part B and C was analyzed using the same method.

IV. RESULTS

Gender of the Respondents

From the data presented in figure II, it is evident that majority
of the respondents were male who represented 68% of the respondents. Various studies have shown that female are more averse to adopting the use of technology compared to male and this could have effects on the finals result as it could indicate biasness.

Figure II: Gender

Working Experience

Figure III shows that majority of respondents are young and inexperienced. According to WHO (1997) report has adopted a model to how rate medical doctor experience – 25 years. Most of the doctors who are now independent owe to be under some experience medical doctor tutelage but due to inadequacy of personnel they are trusted to do work that owe to be done by more experienced practitioners.

Figure III: Age of Respondents

Level of Education

Data in figure IV show that majority of the respondents have the minimum qualifications of being a medical doctor – 89% with a few who have specialized. Most studies indicate that medical doctor performance is always in tandem with education qualification.

Figure IV: Level of Education

Age of the Hospital

Data in table 1 below shows that majority of the medical facilities under study are old enough to have established a system that could help them mine data. In addition given the age of the hospitals, it is expected that the medical facilities have adequate patient data to mine from.

<table>
<thead>
<tr>
<th>Age of the Hospital</th>
<th>Below 10</th>
<th>11-20</th>
<th>21-30</th>
<th>Over 30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freq.</td>
<td>18</td>
<td>16</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>%</td>
<td>47.3</td>
<td>42.1</td>
<td>7.8</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Computer and Internet usage

Graph 1 below indicates that 7.1% of the respondents use computers and Internet to a small extent, 21.4% to a medium extent and 60.7% to a large extent.

It is evident that almost 90% of the respondents use computers and Internet - knowledgeable about them. Since most application of k-mean is both ICT intensive, this shows that most of the employees may not need a lot of training when the organization adopts the k-mean hence saved time and costs.

Graph 1: Computer and Internet Usage
Adoption of k-mean Services

This section addresses the first objective on the extent to which data mining has been adopted in medical facilities in Kenya. This was achieved through analyzing the extent to which some services offered by k-mean have been adopted by doctors in Kenya. The results are in Table II below.

Table II: The extent of k-mean services usage

<table>
<thead>
<tr>
<th>No.</th>
<th>Services offered by mining system</th>
<th>Mean</th>
<th>Variance</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Classification Accuracy</td>
<td>1.63</td>
<td>0.194</td>
<td>0.44</td>
</tr>
<tr>
<td>8</td>
<td>Single data classifier (kNN)</td>
<td>2.25</td>
<td>0.232</td>
<td>1.11</td>
</tr>
<tr>
<td>9</td>
<td>Efficiency in data accessing</td>
<td>1.75</td>
<td>0.423</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>Overall mean</td>
<td>1.88</td>
<td>0.616</td>
<td>0.76</td>
</tr>
</tbody>
</table>

The extent of adoption was classified as: no extent – 5, very small extent - 4, small extent – 3, large extent - 2 and very large extent - 1. With a mean of 1.88, it means that the level of adoption of k-NN services within the medical facilities in Kenya is still very low.

Factors affecting the use of k-mean systems

This section is aimed at addressing the second objective of the research, that is, to establish the factors that determine the extent of k-mean services usage.

The respondents were asked to indicate the extent to which they agree to various variables as affecting the usage of services offered by k-mean. The responses were classified as: strongly disagree – 5, disagree - 4, undecided – 3, agree - 2 and strongly agree – 1.

Memory space and availability of data to be mined

Table III indicates that availability of data to mine had a mean of 2.05 which indicate that most respondent agree that it was a major reason for mining data. Given that mean and the standard deviation, it’s obvious that there is a strong correlation between availability of data and adoption of mining data in medical facilities. On the other hand, memory space seems not to have a lot of effect in the determining adoption of a mining algorithm.

Table III: Memory space and availability of data to be mined

<table>
<thead>
<tr>
<th>Memory space and availability of data to be mined</th>
<th>Mean</th>
<th>Variance</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-nearest neighbor classifier is associated with large memory space</td>
<td>1.73</td>
<td>1.145</td>
<td>1.07</td>
</tr>
<tr>
<td>The hospital decision to adopt the use of k-nearest neighbor classifier was informed by availability of Data to be mined</td>
<td>2.34</td>
<td>0.563</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Administrative Costs

From the data presented in Table IV, the decision for the to adopt the use of data mining being determined by cost of its implementation, maintenance and training of staff had a mean of 2.97 and shows a strong correlation between the use of a data mining technique and administrative costs.

It was also evident that most respondents believed that implementing a k-mean system for data mining could reduce time wastage in dealing with patients, reduce cost of employees whilst improving customer service.

Table IV: Administrative Cost

<table>
<thead>
<tr>
<th>Administrative Cost</th>
<th>Mean</th>
<th>Variance</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>It is expensive to develop, maintain and train staff</td>
<td>2.97</td>
<td>0.25</td>
<td>0.50</td>
</tr>
<tr>
<td>Average</td>
<td>2.97</td>
<td>0.25</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Classification Efficiency

Table V shows that classification efficiency factor in determining data mining decision with a mean of 2.69. Speed of accessing information has a mean of 2.41 which shows that most respondents agree.

Table V: Classification Efficiency

<table>
<thead>
<tr>
<th>Classification efficiency</th>
<th>Mean</th>
<th>Variance</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-nearest neighbor classifier ensures quick access to when mining a patient’s data.</td>
<td>2.41</td>
<td>1.49</td>
<td>1.22</td>
</tr>
<tr>
<td>K-nearest neighbor classifier ensures fast access to related data when mining a patients data</td>
<td>2.97</td>
<td>1.49</td>
<td>0.92</td>
</tr>
<tr>
<td>Average</td>
<td>2.69</td>
<td>1.49</td>
<td>1.07</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

In light with the findings of the first objective: To evaluate to what extent k-Nearest-Neighbour classifier enhance efficiency and accuracy amongst patients seeking emergency treatment in Kenya, it was evident that application of k-NN algorithm can greatly help reduce errors in diagnosis, reduce time spent on diagnosing whilst improving efficiency and effectiveness in treatment.

In light with the findings of the second objective: To evaluate the factors affecting the implementation of k-Nearest-Neighbour mining technique in Kenyan hospitals. It was evident that k-NN mining technique was mostly affected by administrative costs and classification efficiency.
Recommendations
Given the dynamic trends in k-NN classifying systems, it could be important to carry-out regular studies to ascertain the current position thereby increasing the potential acceptance. Although this study was more concerned with doctors, it would also be interesting to try and evaluate the systems efficacy in other contexts like different industries or countries. It would be interesting also to carry out similar research but using other data mining techniques like: K-means algorithm and Bayesian algorithm.

Limitations of the study
The research suffers from the quality of the composition of the sample. By virtue of selecting a sample of 8 hospitals, this research was not sufficiently heterogeneous. The limited heterogeneity in respondents' characteristics could have affected both the nature and the extent of the predictor variables. The large scope of this research paper and the complex multidisciplinary nature of the study was also a major challenge. In addition this researcher did not consider all parties that could be the most common consumers of this system like administrators and patients.
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