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ABSTRACT

Feature extraction is the process of accurately simplifying the representation of data by reducing its dimensionality while extracting its relevant characteristics for the desired task. It has a substantial effect on the classification accuracy and speed since classification carried out without a successful feature extraction process on a high dimensional and redundant data would be computationally complex and would overfit the training data. Fractal dimension is a statistical measure indicating the complexity of an object or a quantity that is self-similar over some region of space or time interval. It has been successfully used in various domains to characterize such objects and quantities but its usage in BCI has been more recent. There are several fractal dimension estimation methods, some of which are not applicable to all types of data exhibiting fractal properties. In order to achieve a higher classification accuracy and speed, the fractal dimension estimation method that is most suitable to the data at hand should be chosen. In this study, after preprocess the EEG data by the coherence average, principal component analysis (PCA), and independent component analysis (ICA) commonly used fractal dimension estimation methods Katz's method, Higuchi's method, the rescaled range (R/S) method, we re evaluated for feature extraction in EEG based BCI by conducting offline analyses of a two class EEG dataset. Support vector machine (SVM) and linear discriminant analysis (LDA) were tested in combination with these methods to determine the methodology with the best performance and result compare with wavelet feature extraction method.
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1. INTRODUCTION

The cutting-edge research fields between bioinformatics and computer science have been developing dramatically recently. Brain computer interface (BCI) is now becoming one of hot research topics due to the following three reasons. First, it provides a new approach to understand neurophysiologic mechanism of how brain is executing specific task [1]. Second, BCI is of practical significance in real applications. The technique can be used for helping people with severe motor disabilities [2, 3] and applied to clinical rehabilitation of motor functions [4–6]. Third, it also provides a possibility to combine brain intelligence and machine (e.g., computer) intelligence, and people could enhance their ability of manipulating objects in the world by combining themselves’ intelligence and machine’s intelligence.

Generally speaking, there are a number of ways of measuring brain activity, such as electrical signal and blood oxygen level dependent (BOLD) signal. Near-Infrared Reflectance Spectroscopy (NIRS) [7] and Functional Magnetic Resonance Imaging (fMRI) [8] are based on the measure of BOLD signal. Electrical signal is acquired from electrodes mounted on the surface of scalp or implanted into the tissue of brain, namely, noninvasive or invasive manners. For the invasive manner, electrodes should be implanted into the brain or laid on the cortex surface of the brain. For example, [9] recorded movement-related cortical potentials through an invasive system. Although such an invasive system has the higher spatial resolution, it is easy to cause the damage of users’ brain tissue. In this paper, we rather concentrate on noninvasive BCI based on Electroencephalogram (EEG) measurements [10]. EEG signal has an advantage in temporal resolution compared with BOLD signal. But it also suffers a number of drawbacks for BCI such as temporal variation of EEG, redundancies and artifact [11].

Three major components of the BCI system noise reduction (preprocessing) feature extraction and feature translation or classification [12]. Functional model of a BCI system for EEG signal classification is depicted in Fig.1.
Feature extraction is the process of accurately simplifying the representation of data by reducing its dimensionality while extracting its relevant characteristics for the desired task. It has a substantial effect on the classification accuracy and speed since classification carried out without a successful feature extraction process on a high dimensional and redundant data would be computationally complex and would overfit the training data. Fractal dimension is a statistical measure indicating the complexity of an object or a quantity that is self-similar over some region of space or time interval. In this study, commonly used fractal dimension estimation methods to characterize time series (Katz's method, Higuchi's method and the rescaled range method) were evaluated for feature extraction in EEG based BCI and result compare with wavelet feature extraction method.

For preprocessing, the coherence average, principal component analysis (PCA), and independent component analysis (ICA) were used to reduce dimensions and improve signal to noise ratio (SNR). After constructing the feature vectors, the test samples were classified using SVM and LDA classifiers.

2. MATERIALS AND METHODS

In this research, EEG signal used as the basic data for classification. The EEG data is from an open EEG database of University of Tuebingen. Two types of the EEG database are employed as [13].

a. Dataset I

The datasets were taken from a healthy subject. The subject was asked to move a cursor up and down on a computer screen, while his cortical potentials were taken. During the recording, the subject received visual feedback of his slow cortical potentials (Cz-Mastoids). Each trial lasted 6s. During every trial, the task was visually presented by a highlighted goal at either the top or bottom of the screen to indicate negativity or positivity from second 0.5 until the end of the trial. The visual feedback was presented from second 2 to second 5.5. Only this 3.5 second interval of every trial is provided for training and testing. The sampling rate of 256 Hz and the recording length of 3.5s results in 896 samples per channel for every trial. This dataset contain 266 trials that 70% of this dataset is considered as train dataset and the rest are considered as test.

b. Dataset II

The datasets were taken from an artificially respirated ALS patient. The subject was asked to move a cursor up and down on a computer screen, while his cortical potentials were taken. During the recording, the subject received auditory and visual feedback of his slow cortical potentials (Cz-Mastoids). Each trial lasted 8s. During every trial, the task was visually and auditorily presented by a highlighted goal at the top or bottom of the screen from second 0.5 until second 7.5 of every trial. In addition, the task (“up” or “down”) was vocalised at second 0.5. The visual feedback was presented from second 2 to second 6.5. Only this 4.5 second interval of every trial is provided for training and testing. The sampling rate of 256 Hz and the recording length of 4.5s results in 1152 samples per channel for every trial. This dataset contain 200 trials that 70% of this dataset is considered as train dataset and the rest are considered as test.

3. PRE PROCESSING

It would be difficult to identify the effective brain signals in a single trial without pre-processing. In this study, a Butterworth filter was used as the low-pass filter with a cut-off frequency of 30 Hz. The signals were then processed using coherence average, PCA and ICA by the analysis tool EEGLAB 5.02 (http://sccn.ucsd.edu/eeglab/).
a. Coherence Average

The coherence average is commonly used to process weak signals, such as EEG, with a strong noise and to improve SNR of signals. SNR was defined as follows:

\[ SNR = \frac{P}{\delta^2} \]  

Where \( P \) is the power of ideal EEG signal and \( \delta^2 \) is the power of the noise. If the noise is assumed as a stationary random signal with a mean value of 0, then the variance of the noise is \( \delta^2 \). After a coherence average of \( N \) samples with the same Stimulus-Code, the variance of the noise will be reduced to \( \delta^2/N \), so the new EEG SNR will becomes \( N \) times larger.

\[ SNR = \frac{P}{\delta^2/N} = \frac{NP}{\delta^2} \]  

b. Principle Component Analysis

Principle component analysis (PCA) involves a mathematical procedure that transforms a number of possibly correlated variables into a smaller number of uncorrelated variables termed principal components. The first principal component accounts for as much of the variability in the data as possible, and each succeeding component accounts for as much of the remaining variability as possible. PCA is theoretically an optimal linear scheme (in terms of least mean square error) for compressing a set of high dimensional vectors into a set of lower dimensional vectors and then reconstructing the original set. PCA is a non-parametric analysis and the answer is unique and independent of any hypothesis regarding data probability distribution. Importantly, PCA presents a method of compressing the high resolution data into a format for ICA to extract the required information–increasing computational efficiency.

The steps to process the EEG data by PCA are as follows:

Step 1: estimate the sample covariance matrix of the high-dimensional EEG signal \( X(t) \) after processed by coherence average.

\[ \sum = X(t)X^T(t) \]  

Where \( X(t) = [x_1(t), x_2(t), ..., x_p(t)] \) and \( x_i(t) \) is a normalized time series from ith sampling channel of EEG with zero mean value and \( p \) is the total number of sampling channels of EEG.

Step 2: calculate the eigenvalues \( \lambda_1, \lambda_2, ..., \lambda_p \) and eigenvectors \( e_1, e_2, ..., e_p \) of the covariance matrix \( \sum \). Here \( \lambda_1, \lambda_2, ..., \lambda_p \geq 0 \). We can select \( p \) characteristic signals \( y_1, y_2, ..., y_p \). Here,

\[ Y = [y_1, y_2, ..., y_p]^T = E^T X \]  

Step 3: choose principle component. \( \lambda_i/\sum_{i=1}^{p} \lambda_i \) is the weight of \( y_i \) in \( Y \). Find a suitable \( n \), where \( \sum_{i=1}^{n} \lambda_i/\sum_{i=1}^{p} \lambda_i \geq 80\% \).

Step 4: form the new low-dimensional signal \( Y^* \). \( Y^* = [y_1, y_2, ..., y_n]^T \).

c. Independent Component Analysis

ICA is a statistical and computational technique for revealing an observed multidimensional random vector into components that are statistically as independent from each other as possible. In practical situations, we cannot generally find a representation where the components are really independent, although we can at least find components that are as independent as possible. This leads us to the following definition of ICA. Given a set of observations of variables \( (y_1(t), y_2(t), ..., y_n(t)) \), such as above-mentioned low-dimensional signal \( Y^* \), where \( t \) is the time or sample index, assume that the observations are generated as a linear mixture of independent components:

\[ \begin{bmatrix} y_1(t) \\ y_2(t) \\ \vdots \\ y_n(t) \end{bmatrix} = A \begin{bmatrix} S_1(t) \\ S_2(t) \\ \vdots \\ S_n(t) \end{bmatrix} \]  

Where \( A \) is a matrix determined by the Infomax ICA based on stochastic gradient learning rules. Infomax explicitly tries to maximize the joint entropy of a nonlinear function of the separated outputs; however, it implicitly minimizes the mutual information between the separated outputs so as to make them mutually independent [14]. Independent component analysis now consists of estimating both the matrix \( A \) and the \( s_i(t) \), when we only observe the \( y_i(t) \). Note that we assumed here that the number of independent components was equal to the number of observed variables.

Alternatively, we could define ICA as follows: find a linear transformation given by a matrix \( W \), so that the random variables \( y_i, i = 1, 2, ..., n \) are as independent as possible.
This formulation is not that different from that described above, since after estimating A, its inverse $A^{-1}$ gives W. It can be shown that the problem is well defined, that is, the model can be estimated if all the components $s_i(t)$ are non-Gaussian or only one component is Gaussian. This is a fundamental requirement that also explains the main difference between ICA and factor analysis, in which the non-Gaussian nature of the data is not taken into account. In fact, ICA could be considered as non-Gaussian factor analysis, since in factor analysis we are also modeling the data as linear mixtures of some underlying factors [14].

4. FEATURE EXTRACTION

Feature extraction is the process of accurately simplifying the representation of data by reducing its dimensionality while extracting its relevant characteristics for the desired task. It has a substantial effect on the classification accuracy and speed since classification carried out without a successful feature extraction process on a high dimensional and redundant data would be computationally complex and would overfit the training data. Fractal dimension using Katz’s method [15], Higuchi’s method [16], the rescaled range (R/S) method [17] extracted and compare results with the time–frequency features using wavelet transform were then.

a. Fractal Dimension

In Katz’s method, Higuchi’s method and the R/S method, the fractal dimension of the samples from selected electrodes were concatenated into feature vectors. In the TDFD [18], DFD and DS methods [19], the fractal dimensions were estimated using the fractal dimension estimation method of the methodology with the best performance.

4.1.1. Katz’s Method

Katz’s method calculates the fractal dimension of a sample as follows: First, subsample sets $(X_k)$ are constructed from the sample $(X)$ as:

$$X_k = \{X (m + ik)\}_{i=0}^{\frac{N-m}{k}}$$

(11)

Where $k \in [1, k_{max}]$, $m \in [1, k]$ and $N$ is the sample size.

Then, the length of each $X_k(L_m)$ is calculated as:

$$L_m(k) = \left( \sum_{i=1}^{\frac{N-m}{k}} |X (m + ik) - X (m + (i-1)k)| (N - 1)/(N - m)/k \right)^{1/k}$$

(12)

Finally, the fractal dimension of the sample $(D)$ is solved from:

$$\langle L(k) \rangle \propto k^{-D}$$

(13)

Where $\langle L \rangle$ is the average of $L_m$. Three $k_{max}$ values from the range of 8 to 18 [20] (8, 13 and 18) were tested.

4.1.3. R/S Method

The R/S method calculates the fractal dimension of a sample by iteratively dividing it into non-overlapping subsamples with decreasing subsample size and performing the following operations at each iteration: For each subsample, a new subsample $(X)$ is constructed from its zero mean $(\xi)$ such that the $n$th point of $X$ is the cumulative sum of the first $n$ points of $\xi$. Then, the difference between the maximum and the minimum values, and the standard deviation of $X$ (R and S, respectively) are calculated in order to obtain their ratio (R/S). Finally, R/S of each $X$ is averaged $(\langle R/S \rangle_{avg})$. After obtaining $(R/S)_{avg}$ at each iteration, the Hurst exponent $(H)$ becomes the slope of the log-log plot of $(R/S)_{avg}$ versus subsample size. The fractal dimension then becomes $2 - H$.

4.1.4. TDFD Method

In TDFD method, a window (with size $s$) is slid over a sample by a time step and the fractal dimension of the part of the sample inside the window is estimated. The fractal dimensions were concatenated into feature vectors. Different window sizes were tested using a time step of one second.

4.1.5. DFD and DS Methods

The DFD method is a variation of the DS method. In the DFD method, first, the fractal dimensions of the samples from selected electrodes are estimated and then, the pairwise differences of the fractal dimensions are calculated. However, in the DS method [19], first, the pairwise differences of the samples from selected
electrodes are calculated and then, the fractal dimensions of the pairwise differences are estimated. In both methods, the resultant values were concatenated into feature vectors.

5. CLASSIFICATION APPROACHES

a. Support Vector Machine
The SVM is a relatively new classification technique developed by Vapnik [21] which has shown to perform strongly in a number of real-world problems, including BCI.

The invention of SVM was driven by underlying statistical learning theory, i.e., following the principle of structural risk minimization that is rooted in VC dimension theory, which makes its derivation even more profound. The SVMs have been a topic of extensive research with wide applications in machine learning and engineering.

b. Linear Discriminant Analysis (LDA)
In this paper, we used linear transformation since linear discriminant analysis frequently achieves good performances in the tasks of face and object recognition, even though the assumptions of common covariance matrix among groups and normality are often violated [22]. In addition, kernel tricks can be used with linear discriminant analysis for non-linear transformation [23]. The basic idea of LDA is to find a linear transformation that best discriminate among classes and the classification is then performed in the transformed space based on some metric such as Euclidean distance. Mathematically a typical LDA implementation is carried out via scatter matrix analysis [24].

6. RESULTS
The classification accuracies (Table 1 and Table 2) were evaluated for each fractal dimension calculation method and classifier combination. Katz’s method was the fastest method and combining it with KNN, the highest classification accuracy of 89.87% as well as the second highest classification accuracy of 88.79% were achieved using SVM and wavelet transform. On the other hand, R/S method with any classifier performed the worst with the classification accuracies. The performances of the rest of the combinations were similar (Table 1 and 2).

7. CONCLUSION
Since all fractal dimension estimation methods are not applicable to all types of data exhibiting fractal properties, commonly used fractal dimension estimation methods to characterize time series with different classifiers were evaluated to find the most suitable method for EEG data. Katz’s method with KNN was determined to be the best methodology and the results. The results warrant further research to use this methodology in online analysis of EEG data and analysis of other signals. The joint analysis of fractal dimension estimation methods demonstrated the validity of our proposed method for feature extraction integrating coherent average, principal component analysis (PCA), independent component analysis (ICA). It would provide useful information to develop new BCI system.

Table 1. results of the dataset type I

<table>
<thead>
<tr>
<th>FEATURES</th>
<th>FRACTAL DIMENSION</th>
<th>WAVELET TRANSFORM</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLASSIFIER</td>
<td>Katz’s Method</td>
<td>Higuchi’s Method</td>
</tr>
<tr>
<td><strong>LDA</strong></td>
<td>89.73%</td>
<td>84.19%</td>
</tr>
<tr>
<td><strong>SVM</strong></td>
<td>87.43%</td>
<td>86.01%</td>
</tr>
</tbody>
</table>

Table 2. results of the Dataset type II

<table>
<thead>
<tr>
<th>FEATURES</th>
<th>FRACTAL DIMENSION</th>
<th>WAVELET TRANSFORM</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLASSIFIER</td>
<td>Katz’s Method</td>
<td>Higuchi’s Method</td>
</tr>
<tr>
<td><strong>LDA</strong></td>
<td>89.87%</td>
<td>85.61%</td>
</tr>
<tr>
<td><strong>SVM</strong></td>
<td>87.93%</td>
<td>88.25%</td>
</tr>
</tbody>
</table>
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